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Knowledge Graphs

Introduction



Facts: entities and relations

SOURCE ENTITY RELATION TARGET ENTITY
Robert Gordon University founded by Robert Gordon
Robert Gordon University named after Robert Gordon
Robert Gordon University location Aberdeen

Robert Gordon born in Aberdeen



Knowledge graph
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Concepts

Robert
Gordon
University
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institution




Enterprise-specific

Domain-specific
Scope

Encyclopedic



Enterprise-specific

Taxonomy Extraction for Customer
Service Knowledge Base Construction

Bianca Pereira!®) Cecile Robin!, Tobias Daudert!, John P. McCrae!
Pranab Mohanty?, and Paul Buitelaar!

401(k)
plan
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loan

retirement

account
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retirement
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withdrawal
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Domain-specific
P MusicBrainz

Elton John (English singer, songwriter, pianist, and composer)
~ Person

Overview Releases Recordings Works Events [ CIELL 1.0 Aliases Tags Reviews Details Edit

Relationships
eponymous member of: £ Elton John Band (piano, lead vocals)
member of: [ Eric Clapton & His All Star Band
member of (as Reginald Dwight): £ Bluesology
supporting bass guitar by: £ David Santos (US bass player)
background vocals support for: [, Sue & Sunny
married: £ Renate Blauel (from 1984-02-14 until 1988)
inspired the name of: £ Elton (Comedian Alexander Duszat)
founded: d!!Big Pig Music Ltd. (publisher)

&/ The Rocket Record Company
dlWilliam A. Bong Ltd. (on 1971-07-02)

signed by: d!/Mercury Records Ltd. (not for release label use!)
has personal publisher: d:/William A. Bong Ltd.

PrimeKG

A spectrum of developmental
disorders that includes autism,
and Asperger syndrome. Signs
and symptoms include poor
communication skills, defective
social interactions, and
repetitive behaviors.Each child
with autism spectrum disorder
is likely to have a unique
pattern of behavior [...] Autism
spectrum disorder has no
single known cause. [...]
Autism spectrum disorder
affects children of all races
and nationalities, but certain
factors increase a child's risk
[...] There's no way to prevent
autism spectrum disorder, but

there are treatment options.

Risperidone is a second-generation
antipsychotic (SGA) medication used
in the treatment of a number of mood
and mental health conditions including
schizophrenia and bipolar disorder.
The half-life is 3 hours in extensive
metabolizers. Though its precise
mechanism of action is not fully
understood, current focus is on the
ability of risperidone to inhibit the D2
dopaminergic receptors and 5-HT2A
serotonergic receptors in the brain.
[...] Risperidone and its active metabo-
lite, 9-hydroxyrisperidone, are ~88%
and ~77% protein-bound in human
plasma, respectively. [...] The primary
action of risperidone is to decrease
dopaminergic and serotonergic
pathway activity in the brain, therefore
decreasing symptoms of schizophre-
nia and mood disorders.




Encyclopedic

m

* a multilingual encyclopedic

BabelNet dictionary
e covers 520 languages
e obtained from the automatic
integration of
* Wikipedia
* WikiData
* WordNet

e GeoNames




Entity Linking/Word Sense Disambiguation

The campus of Robert Gordon University is at Garthdeg in Aberdeen.

y
B ab elfy Enable partial matches: O S .

£+ PREFERENCES

expanded view | compact view Concepts Named Entities

The campus of Robert Gordon University is at Garthdee in Aberdeen

Garthdee "

Garthdee is an area of
the city of Aberdeen,

Scotland.
campus Robert Gordon Aberdeen
A field on which the University A city in northeastern
buildings of a The Robert Gordon Scotland on the North
university are situated University, commonly Sea

referred to as RGU, is
a public university in
the city of Aberdeen,
Scotland.



Link prediction

A Simple Approach to Case-Based Reasoning in Knowledge Bases

Rajarshi Das! RAJARSHI@ CS.UMASS.EDU
Ameya Godbole! AGODBOLE@CS.UMASS.EDU
Shehzaad Dhuliawala® SHEHZAAD.DHULIAWALA @MICROSOFT.COM
Manzil Zaheer3 MANZILZAHEER @ GOOGLE.COM
Andrew McCallum! MCCALLUM@ CS.UMASS.EDU

Probabilistic Case-based Reasoning for
Open-World Knowledge Graph Completion

Rajarshi Das, Ameya Godbole, Nicholas Monath, Manzil Zaheer, Andrew McCallum




Node similarity

inner product




Knowledge Graphs
Applications



Knowledge Base Question Answering by
Case-based Reasoning over Subgraphs

Qu e St I O n - a n S W e r | n g Rajarshi Das*! Ameya Godbole 2 Ankita Naik ! Elliot Tower ! Robin Jia?

Manzil Zaheer® Hannaneh Hajishirzi* Andrew McCallum '
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Segues between songs

first song segue second song

Aphex Twin recorded for Warp

Green Calx by Aphex Twin and so did Flying Lotus...

Yellow Belly by Flying Lotus



Dave: a method to generate segues

coCIo>ur
. . Green Calx Yellow Belly
* Find paths in a knowledge graph O o™ MPonym RO
that connect the songs e o i)
AN S
* Score the paths for o, oy
. o NS
interestingness N, £
s | | O, 4O
e Convert the most interesting Aphex Twin 7 OQ " Flying Lotus
path into natural language Warp Records

mm “Aphex Twin recorded for Warp, and so did Flying Lotus.”

“From green to yellow.”



Dave’s theory of interestingness

* Infrequency adds to O ™™ Moomym )
Interestingness
* infrequent path type
* infrequent entities/concepts

 Conciseness adds to
Interestingness

Warp Records

mm “Aphex Twin recorded for Warp, and so did Flying Lotus.”

“From green to yellow.”



We are so fragile

Tubeway Army

Gary Numan was a member
of Tubeway Army

Gary Numan




Whine and grine

Prince Buster

From prince to princess...

Princess Olivia

Al Stewart




Dave user trial (n = 158)

* Dave’s factual segues are as good as manually-created, curated ones

likeable high-quality sparked-interest funny informative creative understandable well-written

DAVE 3.26 3.22 3.06 2.39 3.73** 3.33 3.84 3.46
THE CHAIN  3.20 3.20 3.13 2.64% 3.43 3.59" 3.69 3.33

* Dave’s humorous segues are worse than manually-created, curated
ones

likeable high-quality sparked-interest funny informative creative understandable well-written

DAVE 2.94 2.77 2.76 2.71 2.66 3.22 3.58 3.13
THE CHAIN 3.28™** 3.14*** 2.99* 2.89% 2.90** 3.57*** 3.78% 3.35*




Tours: playlists augmented with segues

Playlist Tour

Get Back by
The Beatles

" Get Back is credited
Get Back by to Billy Preston.”
T he Beatles
Blackbird by
Billy Preston
Blackbird by
Billy Preston “Billy Preston and Ray Charles

used to do R&B."

Marie by Marie by
Ray Charles Ray Charles




Sam: a method to generate tours

Blackbird by
Billy Preston

" Get Back is credited
to Billy Preston.”

Get Back by
The Beatles

"éil/y Preston
and Ray Charles
used to do R&B."

R

“"Marie and Get Back

Marie by
Ray Charles

were released in 1969




Sam user study (n =16

“I really like it! It is nice to see how all songs are linked together. It is really cool!”
Tours functionality would “I'd certainly use this ... if it was implemented in a music streaming app.”

be welcome for active “A lot of times you listen to music as a background, whereas | think [for a tour you need] designated hours in your day, like I’'m going to sit
listening down and listen to this.”

Segue diversity is

important “If | was getting the same information ... that would be becoming boring after a while, | ... want diversity in information.”
|

“One of the segues was that U2 and Fionn Regan are Irish and ... | know that because I’'m Irish! ... That is just tedious and boring.”

Personalisation is needed
to avoid familiar segues

“[In good tours] you’d have information that you didn’t know and you were just learning. Something interesting, like one of those moments
‘Oh my God! | didn’t know that these two bands were connected’.”




Spotity’s My DJ




Node similarity: PathSim & [PSim

published with

published with

electronic

Random 2.6% 0.2% 0.1% 0.1%
Count 6.2% 3.3% 1.4% 1.6%
LDSD 9.6% 9.5% 2.2% 1.9%

IPSim 13.0% 10.3% 1.7% 2.3%
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Knowledge graph browser

* Browsers support knowledge
discovery

* But high connectivity brings
choice overload

* \We propose to incorporate
recommendation techniques



User profiles

* We extend the graph to include
user profile facts

* As the user browses, they can
give a ‘thumbs-up’
* inserts a new fact
* From a RecSys point-of-view,
these are
 explicit, unary ratings

Finding
Nemo



Recommendation as classification

e Candidates for recommendation
are entities in the
neighbourhood of the current
entity

* We must predict which
candidates the user will like —
this is classification




One-class classification

User’s profile

* Let

e ¢ be a candidate

 ¢' be the nearest-neighbour of e
that is in the user profile

« ¢'" be the nearest-neighbour of e
that is in the user profile

!

Candidates

* Predict u likes e if sim(e,e’) >
sim(e',e'")

Current entity



Case-Based Collective Classification

Luke K. McDowell', Kalyan Moy Guptaz, and David W. Aha’

Collective classification

Traditional classification Collective classification
* Entities are classified in isolation ¢ Classify sets of entities together

* However, accuracy can * When classifying an entity, the
sometimes be improved by classifier can also use the
taking into account the related predicted class of related entities
entities

* e.g. faculty web pages often link
to postgraduate student pages



iterative classification algorithm: LDRec

* Repeatedly:
* Classify the candidates using the one-class classifier

* For each candidate that the classifier predicts the user will like
* Temporarily insert a new fact into the user profile

until classification stabilizes



LDRec offline evaluation

* Knowledge graph:

* DBPedia
. r profiles:
User profiles e N N N
* Facebook data from the 2015 LDRec-non-
Linked Open Data-enabled iterative
Recommender Systems Challenge e 14 31 43 57
* Method:

* Koren’s one-plus-random on 100
randomly-chosen users



LDRec user trial (n = 100)

S| B (DRecnoniterative O LDRec terative
 Knowledge graph: | ‘ l ‘
+ DBPedia . )
e User profiles: :
 Each user creates a profile of 20 ’ l
movies, books, musicians 1'? ‘ ’

Accuracy Understanding Novelty Satisfaction

* Method: repeat three times

[ ]
ey recene tree. | ey | unessee
* They receive three iterative

recommendations total recs given 55 534
) thumbs-up
* They answer questions total recs chosen . .

as next seed



Node similarity: LDSD

* sim(x,y) is an aggregate of

* number of times x and y both link
to the same third entity z

* number of times a third entity z’
links to both x and y

Measuring Semantic Distance for Linked Open
Data-enabled Recommender Systems

Guangyuan Piao John G. Breslin
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Vector-space mode
for knowledge graphs

Brian Dennehy »
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Linked Open Data to support Content-based
Recommender Systems

Tommaso Di Noia!, Roberto Mirizzit,
Vito Claudio Ostuni!, Davide Romito!, Markus Zanker2*
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Node similarity

* Local similarity w.r.t. relation r

% = E
g - g’ v'g [
RighteousKill ‘ 3 ‘ 8 ‘ R 3 o COSIne
Heat & S g )
:
2§
Q

Al Pacine |@|@ |

Robert De Niro |@ | @ |

* Global similarity
* weighted sum

John Avnet

Michael Mann |@
Heist films |@
Crime films |@ | @]

Brian Dennehy
Serial Killer films



Top-N Recommendations from Implicit Feedback
leveraging Linked Open Data

A n Ot h e r Ve Ct O r_ S p a C e m O d e | Vito Claudio Ostuni, Tommaso Di Noia, Eugenio Di Sciascio, Roberto Mirizzi
for knowledge graphs

d)Andrcw dbcAdele_|singer) Alex dhCralg_David
Iib T Iib
b)
Andrew db:Adele_ (singer) Lars db:Phil_Celline Alex db-Craig_David
| ) [ 14 [
_‘
Andrew dbcAdele_ [singer) 8 :Gr ammyNomines dh Craig_David
| it i e 1 s X(Andrew,Craig David)
JbRobingnTheDeey Ik£ilIM b
d|
Andrew dbxAdele_|singer) db:Craig_Dawvid
ilkes btarmsakjart fctarmasibject .
relative frequency of

paths of a given type

o Cat rngd
e)
Andrew dixAdele_(singer| b CategoryEnglidh_dngars db:Craig_David
lihas rerms dos dos der
witjact oade ol ab
dbeCatagerpEnglish Tamde gngars db:CategeryEnglizh male singers
f)
do:Adele_(singer) ; ] . . .
Andrew Pum VNI ) db-Phil_Collins Alex db:Craig_David COSI n e SI m I a rlty
[V - dtrms determe: liwre libne
T abject | )

B CategoryeGrammy_tivaed_vinmars




Recommender systems

Top-N Recommendations from Implicit Feedback
leveraging Linked Open Data

Vito Claudio Ostuni, Tommaso Di Noia, Eugenio Di Sciascio, Roberto Mirizzi

ExpLOD: a Framework for Explaining Recommendations
based on the Linked Open Data Cloud

Cataldo Musto Fedelucio Narducci Pasquale Lops
Marco De Gemmis Giovanni Semeraro

e Accurate hybrid recommenders based on a unified representation of
user data, item data and user-item data

MovieLens LastFM
Alg. r@5 | r@l10 | r@20 r@5 | r@10 | r@20
given 5
SPrank 0.420 | 0.578 0.745 0.349 0.457 0.551
BPRMF 0.353 0.502 0.672 0.213 0.308 0.413
SLIM 0.218 0.363 0.552 0.077 0.152 0.287
BPRLin 0.218 0.314 0.442 0.289 0.381 0.440
SMRMF 0.216 0.354 0.526 0.111 0.181 0.280

e Justifications of recommendation based on connectivity

ltems in the user profile (/)

B
LOD-cloud propesties (P)

Recommended items (/)

| recommend Cloud Atlas since you often like movies starring
Tom Hanks, such as The Da Vinci Code and Saving Private
Ryan. Moreover, | recommend it because you sometimes like
Dystopian Movies, such as The Matrix, and American Epic
Films, such as Saving Private Ryan.
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Graph convolutions




Graph embeddings

* Let

* x,7,y be afact
« x',7',y' be a non-fact

@ : @ * We want
[T 111 [T TT]

f(vr, v vy) > f (U1, V1, 0,0)

* Different embedding methods
(TransE, TransR, TransD,...) differ in
their definitions of f.



Node similarity

cosine

(or learn the embeddings but regularized
by a conventional similarity measure such
as PathSim)



Link prediction

3. Apply extracted reasoning pattems
Melinda ceo Gates
Gates Foundation

works_in_city

headquartered

A Simple Approach to Case-Based Reasoning in Knowledge Bases

RAJARSHI@CS.UMASS.EDU
AGODBOLE@CS.UMASS.EDU
SHEHZAAD.DHULIAWALA @MICROSOFT.COM
MANZILZAHEER @ GOOGLE.COM
MCCALLUM@CS.UMASS.EDU

Rajarshi Das!

Ameya Godbole!
Shehzaad Dhuliawala®
Manzil Zaheer3
Andrew McCallum!

1. Find entities similar to Melinda Gates

K-NN
Search

Melinda
Gates

Probabilistic Case-based Reasoning for
Open-World Knowledge Graph Completion

Rajarshi Das, Ameya Godbole, Nicholas Monath, Manzil Zaheer, Andrew McCallum

2. Extract “reasoning pattems” from retrieved entities

Extracted reasoning
patterns

1) works_in_city(x, z) €
ceo(x,y)*
headquartered(y,z)
1) works_in_city(x, z)
chair(x,y) *
headquartered(y,z)

: works_in_city

4_Retain the reasoning patterns that work

works_in_city(x, z) € ceo(x,y) * headquartered(y,z)
x works_in_city(x, z) < chair(x,y) * headquartered(y,z)

ceo

Berkshi
Hathwg

Warren
Buﬁet

headquat
Omaha

A Contextual Information-augmented
Probabilistic Case-based Reasoning Model for
Knowledge Graph Reasoning

Yuejia Wu and Jian-tao Zhou ™

7

Mukesh chair Reliang
Ambani Corp
works_in_city eadqua|

End-to-end Case-Based Reasoning for
Commonsense Knowledge Base Completion

Zonglin Yang®** Xinya Du®* Erik Cambria®* Claire Cardie*




Predicting playlist listening contexts

playlist_651

mins - Updated: 7 m
LISTEN

AT ER 2
LAV G N TER

All | Wanted

Ain'tIt Fun

Hard Times

Emergency

Fake Happy

Decode (Twilight Soundtrack Version)

Careful

Caught in the Middle

Pool

Misery Business




Neural network playlist classifier

Playlist
songs

Extract
song
embeddings

Combine
embeddings
(average)

—

Softmax

Listening
context



Matrix factorization

playlist
listening
contexts

X

songs

Playlist
songs

2
95

Extract
song
embeddings
fromS

Combine
embeddings
(average)

—>

Prediction of User Listening Contexts for Music Playlists

Jeong Choi * Anis Khlif Elena V. Epure
Knowledge Al Lab. Deezer Research Deezer Research
NCSOFT research@deezer.com research@deezer.com

jchoi@ncsoft.com

Listening

Softmax context




Graph embeddings

Playlist
songs

Extract
song
embeddings
from TransD

Combine
embeddings
(average)

—>

Softmax

Listening
context



Knowledge graphs for playlists

playlist
listening
contexts

(%]

Qo

: X




Classification accuracy

playlist

tttttttt

29.9% 37.5% 38.8%

D
I
em
@



Classification accuracy

Statistic Value
Number of playlsts 114,689
Average playlst length 62.6
Number of umque songs 418,767
Number of umque listening contexts | 102

Training 60% - Validation 20% - Testing 20%

Audio

Matrix Factorization
KG without metadata
KG with metadata
Hybrid audio + KG

29.1%
29.9%
37.5%
38.8%
39.5%



Knowledge Graphs

Conclusions
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Using Graph Embedding Techniques in Process-Oriented
Case-Based Reasoning

2

Maximilian Hoffmann ¥%*( and Ralph Bergmann *

Knowledge graphs for CBR

* The value of ontologies in CBR is well-recognized
* The value of representing cases as graphs is also well-recognised

Jorkflow
IE ’ Task Node: 101 or
Je | i iz
‘ Name: Cut (String) id: W1 . :
Duration: 2 (Integer) e103 el04, :
| IE Data Node :
‘ o £ Auxilianes: K.l.life, Board (List) id: 121[ name: 1d: 122 %
S arel2d 1227 ey
IE, *{ Task Node .
> id: 101 =1 >
= [E; orkflov control-flow . dataflow, part-of
i 1 e porm G Rl P - >
CRN n task node |(data node, edge edge edge

* Even graph embeddings have been tried



Knowledge graphs for CBR

* However, the value of knowledge graphs in CBR is under-explored

* Reasons why they may be worth exploring:

* Knowledge graphs are now readily available and there are tools for
constructing new graphs

* They allow cases to be situated within a wider body of background knowledge

* As we have seen, they offer many ways to compute similarity
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