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Abstract. Our goal is to support system developers in rapid prototyp-
ing of Case-Based Reasoning (CBR) systems through component reuse.
In this paper, we propose the idea of templates that can be readily
adapted when building a CBR system. We define a case base of templates
for case-based recommender systems. We devise a novel case-based tem-
plate recommender, based on recommender systems research, but using
a new idea that we call Retrieval-by-Trying. Our experiments with the
system show that similarity based on semantic features is more effec-
tive than similarity based on behavioural features, which is in turn more
effective than similarity based on structural features.

1 Introduction

It is an aspiration of the software industry that software development proceeds,
at least in part, by a process of reuse of components. The anticipated benefits
are improvements in programmer productivity and in software quality.

Compositional software reuse consists of processes such as: identifying reusable
components; describing the components; retrieving reusable components; adapt-
ing retrieved components to specific needs; and integrating components into the
software being developed [1]. These are difficult processes, made more difficult
by the high volume of reusable components with which a software developer
must ideally be acquainted.

Over the last twenty years, researchers have been looking at ways of pro-
viding software support to programmers engaged in software reuse. A lot of this
research has drawn ideas from Case-Based Reasoning (CBR). The CBR cycle [2],
retrieve-reuse-revise-retain, has obvious parallels with the processes involved in
software reuse [3]. For example, an ambitious CBR system for software reuse is
proposed in [4]. Its design combines text retrieval on component documentation
with similarity-based retrieval on a case base of software components represented
in LOOM. In [5], information about a repository of Java class definitions is ex-
tracted using Java’s reflection facilities, and this information is used (along with



human annotations) to index the repository for similarity-based retrieval. In [6]
retrieval is from a case base of Java ‘examplets’ (that is, snippets that demon-
strate Java usage), using a mixture of text retrieval and spreading activation
over a graph-based representation of the examplet token stream.

The most sustained research effort is that of Gomes [7]. In his ReBuilder
system, cases represent designs and design patterns expressed as class diagrams
in the Unified Modeling Language (UML). The work is unusual in providing
some support for automated adaptation of the user’s retrieved cases.

There has been surprisingly little work in which CBR applications have them-
selves been the target of case-based reuse: CBR for CBR! Perhaps the only ex-
ample is the work reported in [8, 9], where CBR is used at the corporate level to
support organization learning in software development projects, including CBR
projects.

On the other hand, there are now several frameworks for building CBR sys-
tems, including myCBR?, IUCBRF*, and, the most developed, jCOLIBRI®.

jCOLIBRI, for example, is a Java framework for building CBR systems. Build-
ing a CBR system with jCOLIBRI is a process of configuration: the system devel-
oper selects tasks that the CBR system must fulfil and, for every primitive task,
assigns one of a set of competing methods to achieve the task, where a method
is an actual Java implementation. Non-primitive tasks decompose into subtasks,
which themselves may be primitive (achieved by methods) or non-primitive (re-
quiring further decomposition). Ideally, every task and method that a system
designer needs will already be defined; more realistically, s/he may need to im-
plement some new methods and, more rarely, to define some new tasks.

In jeoLIBRI 1, the emphasis was on supporting the novice system developer.
A developer could build a CBR system using a visual builder, i.e. s/he used a
graphical tool to select tasks and methods in point-and-click fashion. While easy
to use, this offered low flexibility. For example, it was not easy to implement
new methods; and to keep the visual builder simple, non-primitive tasks could
be decomposed only into sequences of subtasks.

jCOLIBRI 2 is a more ‘open’ system: a white-box framework that make it
easier for programmers to add new methods to its repository. Non-primitive task
decomposition now supports conditionals and iteration, as well as sequence. This
raises the question of how best to support system developers who wish to use
JjCOLIBRI 2 to build CBR systems. For novices building simple systems, a visual
builder might again be appropriate, although as yet a visual builder for jCOLIBRI
2 has not been written. But for more complex systems, students, inexperienced
designers and even experienced designers may benefit from greater support. In
this paper, we explain how we have extended jCOLIBRI to have a case base of
past CBR systems and system templates, and how we explain how we can give
case-based support to these users of the jCOLIBRI framework: truly, CBR for
CBR.

3 http://mycbr-project.net/
4 http://www.cs.indiana.edu/ sbogaert/CBR/index.html
® http://gaia.fdi.ucm.es/grupo/projects/jcolibri/



The contributions of this paper are as follows. We define the idea of templates,
as abstractions over past systems (Section 2). We show how a case base of systems
can be defined, where each can be described in terms of the templates from
which it was constructed and features drawn from an ontology of CBR systems,
and we describe Retrieval-by-Trying, which we have implemented in a case-
based recommender system for case-based recommender systems (Section 3). We
define alternative similarity measures that can be used in Retrieval-by-Trying
(Sections 4). We give an example of our system in operation (Section 5). And we
use ablation experiments to evaluate the different similarity measures (Section 6).

2 Template-Based Design

2.1 Templates

A template is a predefined composition of tasks. Each template is an abstraction
over one or more successful systems (in our case, CBR systems). A template
may contain primitive tasks, for which there will exist one or more methods
that implement that task. A template may also contain non-primitive tasks,
for which there may be one or more decompositions, each defined by a further,
lower-level template. As already mentioned, in jCOLIBRI 2 tasks can be composed
in sequence, conditionals and iteration. Templates are defined by experts who
have experience of building relevant systems and are capable of abstracting over
the systems they have built.

A system developer can rapidly build a new prototype CBR system by re-
trieving and adapting relevant templates, a process we will refer to as template-
based design. The designer will select among retrieved templates, among decom-
positions of non-primitive tasks, and among methods that implement primitive
tasks. There may be occasions too when the designer must modify templates,
e.g. inserting or deleting tasks or altering control flow; and there may be times
when s/he must implement new methods. The degree to which these more rad-
ical adaptations are needed will depend on the extent to which the template
library covers the design space. It also depends on the extent to which CBR is
suitable for CBR, i.e. the extent to which problems recur, and similar problems
have similar solutions.

There is a knowledge acquisition bottleneck here: experienced CBR, designers
must define the templates. Furthermore, templates are not concrete instances.
They are abstractions over successful designs. Nevertheless, we believe that this
is feasible for CBR systems. They have a strong, recurring process model, whose
essence the expert can capture in a relatively small number of templates.

As proof-of-concept, we have built a library of templates for case-based rec-
ommender systems. The second author of this paper acted as expert, while the
other authors acted as knowledge engineers. Within a few hours, we obtained a
library of templates with, we believe, good coverage, which we have refined, but
not substantially altered, over the last twelve months. We will describe some of
these templates in the next section. More of them are described in [10].
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2.2 Templates for case-based recommender systems

We have defined twelve templates for case-based recommender systems, based in
part on the conceptual framework described in the review paper by Bridge et al.
[11]. We take the systems’ interaction behaviour as the fundamental distinction
from which we construct templates:

— Single-Shot Systems make a suggestion and finish. Figure 1 shows the tem-
plate for this kind of system, where One-Off Preference Elicitation (for so-
liciting the user’s ’query’) and Retrieval (for finding items to recommend)
are complex tasks that are solved by decomposition methods having other
associated templates.

— After retrieving items, Conversational Systems (Figure 2) may invite or allow
the user to refine his/her current preferences, typically based on the recom-
mended items. [terated Preference Elicitation might be done in navigation-
by-proposing fashion [12] by allowing the user to select and critique a recom-
mended item thereby producing a modified query, which requires that one
or more retrieved items be displayed (Figure 2 left). Alternatively, it might
be done in navigation-by-asking fashion [12] by asking the user a further
question or questions thereby refining the query, in which case the retrieved
items might be displayed every time (Figure 2 left) or might be displayed
only when some criterion is satisfied (e.g. when the size of the set is ‘small
enough’) (Figure 2 right). Note that both templates share the One-Off Pref-
erence Elicitation and Retrieval tasks with single-shot systems.

In the diagrams, non-primitive tasks are shown as red/dark grey rectangles.
These tasks are associated with one or more further, lower-level templates. For
the purposes of this paper, we will describe the decompositions of the Retrieval
task, because it is common to all case-based recommender systems and because
it will be familiar to everyone in a CBR audience. For information about the
decompositions of the other non-primitive tasks in Figures 1 and 2, see [10].
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Retrieval is a complex task, with many alternative decompositions. Although
Figure 3 shows only three decompositions, each of these three contains non-
primitive tasks which themselves have more than one decomposition Commonly,
for example, Retrieval comprises a scoring process followed by a selection pro-
cess (Figure 3 top). For example, in similarity-based retrieval (k-NN), items are
scored by their similarity to the user’s preferences and then the £ highest-scoring
items are selected for display. Most forms of diversity-enhanced similarity-based
retrieval follow this pattern too: items are scored by similarity, and then a diverse
set is selected from the highest-scoring items [13-15].

But there are other types of recommender system in which Retrieval decom-
poses into more than two steps (Figure 3 bottom). For example, in some forms
of navigation-by-proposing, first a set of items that satisfy the user’s critique
is obtained by filter-based retrieval, then these are scored for similarity to the
user’s selected item, and finally a subset is chosen for display to the user.

For completeness we mention also that some systems use filter-based retrieval
(Figure 3 middle), where the user’s preferences are treated as hard constraints.
Although this is not commonly used in CBR in general, it can be found in some
recommender systems. Despite its problems [16] it is still used in many com-
mercial web-based systems. Also, systems that use navigation-by-asking often
use filter-based retrieval: questions are selected using, e.g. information gain, and
cases are retrieved in filter-based fashion [17].

A final observation about Figure 3 is that it shows optional tasks for up-
dating a ‘tabu list’. The tabu list can be used to prevent certain items from
being recommended. A common use, for example, is to prevent the system from
recommending an item that it has recommended previously.
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2.3 Template recommendation

We envisage that a system developer will build a CBR system by adapting
relevant templates. This implies a way of retrieving relevant templates.

We had originally thought that we would devise a description language for
templates. With this language we would be able to describe each template in the
library from the point-of-view of the functional and non-functional requirements
that it might satisfy. The same description language could then be used by the
CBR system developer to construct a query description of the functional and
non-functional requirements of the system s/he is building. A retrieval engine
would then find the best-matching templates from the template library.

We soon realized that this raised two formidable problems. There is the
difficulty for system developers of expressing their requirements as a query. But
more fundamentally, we realized that templates often do not lend themselves to
a useful level of description. It is easier to say useful things about systems, rather
than templates.

This insight led us to define the case-based template recommender system
that we describe in the next section.

3 Case-Based Template Recommendation

3.1 Cases

In line with the insight of the previous section, each case in our case-based
template recommender represents a successful CBR system (in our case, each
is a case-based recommender system). But the templates that characterize the
system are stored in the case as well. One can think of the system itself and its
templates as the ‘solution’ part of the case.

The description part of the case is a set of feature-value pairs. The feature
set includes the tasks of the system, the methods of the system, and semantic
features from an ontology defined by the domain expert. We postpone a detailed
explanation of the features to Section 4.

In some situations, the systems in the case base may be original systems,
collected over the years. In other situations, this may not be possible. It was not
the way in which we built our case base of case-based recommender systems,
for example. The original systems, such as Entree [18] and ExpertClerk [12], are



not available. How then did we build a case base of systems? Very simply, we
re-implemented versions of these systems and included these, along with their
templates, in the case base. It is testimony to jCOLIBRI’s repository of templates,
tasks and methods that it did not take long to re-implement simplified versions
of each of the main case-based recommender systems from the research and
development literature. The case base we use in the rest of this paper contains
fourteen such systems, although others could easily be implemented.

3.2 Retrieval-by-Trying

In Section 2.3, we noted two problems with a simple approach to template rec-
ommendation. We have overcome one of these problems (that the most useful
descriptions apply to systems rather than to templates) by basing our case base
on systems (see above). The other problem was that system developers would
find it difficult to express their requirements as a query.

This problem is not unique to case-based template recommendation. In other
recommender systems domains, it is not uncommon for users to find it difficult to
articulate their preferences. But recommender systems research offers a solution.

In some of the most influential recommender systems, users make their prefer-
ences known through one or other of the many forms of navigation-by-proposing
[18, 19,12, 20]. In navigation-by-proposing, the user is shown a small set of prod-
ucts from which s/he selects the one that comes closest to meeting his/her re-
quirements. The next set of product s/he is shown will be ones that are similar
to the chosen product, taking into account any other feedback the user supplies.

This is the idea we adopt in our case-based template recommender. We show
the user (the system developer) two systems. In the style of McGinty & Smyth’s
comparison-based recommendation, s/he may choose one, and the system will
try to retrieve more systems that are like the chosen one. This overcomes the
problem that system developers may not be able to articulate their requirements.

But it raises another problem. On any iteration, how will the system de-
veloper know which system to choose? If all we do is show the names of the
systems or abstruse descriptions of the systems, s/he is unlikely to be able to
make a decision. But, what the user is choosing between here are implemented
systems. Therefore, we allow the user to run these system. We call this Retrieval-
by-Trying: the user can actually ¢ry the recommended items (in this case, the
recommended recommender systems) to inform his/her choice.

Retrieval-by-Trying is a natural approach for systems that are relatively sim-
ple and interactive, like case-based recommender systems. The approach may not
extend to other kinds of CBR system that are more complicated (e.g. case-based
planners) or non-interactive (e.g. case-based process controllers).

In the next three subsections, we explain the following: how our implementa-
tion of Retrieval-by-Trying selects the initial pair of systems that it shows to the
user; how it selects the pair of systems that it shows to the user on subsequent
iterations; and how the user’s feedback on every iteration is handled.



3.3 Entry points

Initially, our system selects two systems to show to the user. One is as close to
the ‘median’ of the case base as possible; the other is as different to the median
as possible. A similar idea is used in ExpertClerk system [12], except that it
selects three cases, one near the median and two dissimilar ones. Whether it is
better to show three systems rather than two is something we can evaluate in
future work. We decided to use two in our initial prototype because it simplifies
the comparisons the user must make.

The first system that we retrieve is the most similar case to the median of
the case base. The median of the case base is an artificial case where the value
for every numerical attribute is obtained as the median of the values of that
attribute in the case base, and the value for non-numerical attributes is set to
the most frequent value for that attribute in the case base.

The second system initially retrieved is chosen to be as different to the median
of the case base as possible. We compute for every case in the case base the
number of ‘sufficiently dissimilar’ attributes between that case and the median
case, and select the one with the largest number of dissimilar attributes. Two
values of a numerical attribute are sufficiently dissimilar when their distance is
larger than a predefined threshold. Two values of a non-numerical attribute are
sufficiently dissimilar simply when they are different.

Although the process of selecting the initial two cases may be computation-
ally expensive, it does not need to be repeated until new cases are added to the
case base.

3.4 Diversity-enhanced retrieval for comparison-based
recommendation

The user is shown a pair of systems, which s/he may try. In the style of preference-
based feedback, s/he may then select one, and we will retrieve a new pair of
systems that are similar to the one s/he chooses.

We need to ensure that the two systems that we retrieve are similar to the
user’s choice but are different from each other. If they are too similar to each
other, the chances that at least one of the systems will satisfy the user are
reduced. In recommender systems terminology, we want to enhance the diversity
of the retrieved set [13]. There are several ways to achieve this. We use the
well known Bounded Greedy Selection algorithm which enhances diversity while
remaining reasonably efficient [13].

3.5 Preference-based feedback

The case that the user chooses gives us information about his/her preferences.
But the rejected case also gives important feedback. Therefore we have imple-
mented several of the preference feedback elicitation techniques described in [19].

The More Like This (MLT) strategy just uses the selected case as the new
query for the following iteration. A more sophisticated version named Partial
More Like This (pMLT) only copies attributes from the selected case to the



query if the rejected case does not contain the same value for that attribute.
Another option is the Less Like This (LLT) strategy that takes into account the
values of the rejected case that are different from the values of the selected one. In
the subsequent iteration, cases with these ‘rejected values’ will be filtered before
retrieving the cases. Finally, the More and Less Like This strategy combines
both MLT and LLT behaviors. Given that it is difficult for users to express their
requirements as a query (as we have explained above), it is an advantage that
none of these approaches requires the user him/herself to deal explicitly with
features and their values.

Our tool to retrieve templates can be configured to work with any of these
strategies. We compare them empirically in Section 6.

4  Similarity in Case-Based Template Recommendation

The description part of each case is a set of feature-value pairs. The feature
set includes the tasks of the system, the methods of the system, and semantic
features from an ontology defined by the domain expert. Thus we can compute
similarity based on what the systems do (by comparing system task structure);
we can compute their similarity based on how they do what they do (by compar-
ing their methods); and we can compute their similarity using semantic features
defined by an expert to describe structural and behavioural characteristics of
the systems. Or, of course, we can use combinations of these. We will describe
each of them in more detail in the next three subsections.

4.1 Task structure similarity

We take a simple approach to task similarity for the moment, which relies to an
extent on the fact that our ‘top-level’ templates (Figures 1 and 2) contain very
similar non-primitive tasks. A more complex approach might be needed for case
bases whose templates share less top-level structure. Let G be the set of non-
primitive tasks {C4,Cs, Cs, ..., Cy}, (such as Retrieval) and @ the set of possible
decompositions of tasks in G into primitive tasks Q@ = {Q1,Q2,@s,...,Qn}.
Each sequence @); is composed of a set of primitive tasks S = {51, 52,53, ...,S,}
(e.g. see Retrieval decompositions in Figure 3).

We define one attribute for each non-primitive task in G. The allowed values
of these attributes are the specific sequences of primitive tasks @ used in this
case. Comparing two cases by their structure means comparing the attributes of
their templates using the equals function that returns 1 if they have the same
value and 0 otherwise.

4.2 Methods similarity

Computing system similarity based on how the systems do what they do means
comparing their methods. To be able to do that we include in the case repre-
sentation structure different attributes, one for each primitive task. The allowed
values for each one of these attributes are the set of methods that implement the
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primitive task. If a primitive task occurs more than once, then it is represented
by different attributes.

To be able to compare methods we have created a concept in CBROnto
for each method, and we have organized them into subconcepts of the Method
concept. These method concepts are hierarchically organized according to their
behaviour. Then we apply the ontological similarity measures implemented in
jCOLIBRI2 to compare the methods. This family of ontological measures use
the structure of the ontology to compute the similarity between instances. The
CBROnto ontology and the similarity measures are described in [21].

4.3 Semantic feature similarity

As well as comparing systems by their tasks and methods, we let the expert
define semantic features to describe structural and behavioural characteristics of
the systems. In the recommenders domain, for example, we can classify systems
depending on their preference elicitation approach: navigation-by-asking (asking
questions to the user) or navigation-by-proposing (showing items to the user).
We can also classify them according to their retrieval process: filtering, scoring or
both. These features (navigation type and retrieval) define two different ways of
classifying recommenders, and by extension the templates associated with those
systems. There are other axes to classify systems, like the type of interaction
with the user and the type of user information that it collects. The left-hand
side of Figure 4 illustrates some of these semantic features.

Each case (system) in the case base is represented by an individual and is
assigned properties describing the tasks and methods that define its behaviour.
Using the classification capabilities of a Description Logic reasoner, each indi-
vidual (system) is classified into the concepts that this individual fulfils, based
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on the properties of the individual. The concepts into which each individual is
classified define different relevant features of the recommender. For example, in
the right-hand side of Figure 4 we show the definition of the feature “JustMoreS-
imilar”. It is a defined concept described as follows:

JustMoreSimilar = not SimilarAndDiverse and
hasmethod some SelectCasesMethod

This definition applies to systems whose retrieval methods do not use any mecha-
nism to enhance diversity but which do contain some method for selecting cases.
The right-hand side of Figure 4 shows the systems in our case base that have
been automatically classified as instances of this defined concept: eight of the
fourteen recommenders are classified according to this feature.

The ontology allows us to compare two systems by classifying them into
the hierarchy and comparing the concepts under which they are classsified. We
use one of the ontological similarity metrics included in jJCOLIBRI: the cosine
function [21]. Similarity in the different semantic features can be computed sep-
arately as each feature represents a subtree in the hierarchy. Then the similarity
results for each feature are aggregated.

5 Example

Let’s illustrate the first step of our Retrieval-by-Trying template recommender.
When the system is launched, it finds the most similar case to the median of
the case base and the case that has most different attributes with respect to
this median case. Figure 5 shows the content of the two retrieved cases and
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the median case computed by our method. The table contains the value of the
attributes for each component of the case description: tasks, methods and se-
mantic features. The first group of attributes describes the task decomposition of
the templates associated with each case. Our templates have five non-primitive
tasks: One-Off Preference Elicitation, Retrieval, Display and Iterated Preference
Elicitation. Each one of these tasks can be decomposed into several sequences
of primitive tasks as shown in Figure 3. This way, the values of this set of at-
tributes reflect the decomposition into primitive tasks. The method attributes
describe which methods were assigned to solve each task of the template to ob-
tain the recommender. Finally, the semantic features refer to the roots of each
classification hierarchy of our ontology (shown in Figure 4). The values of these
features are the leaves of the hierarchy where each recommender is classified by
the Description Logic reasoner.

The median case is a Conversational A recommender where each attribute
has the most repeated value among all cases. This median case has no semantic
features because it does not correspond to a real system in the case base. Rec-
ommender 6 is the closest case to the median and it is also a Conversational A
system. Finally, Recommender 8 is the most different case to the median and to
Recommender 6. The first feature that makes it different is that it is a Conver-
sational B recommender. Also, our application has retrieved this recommender
because it is an implementation of the ExpertClerk system [12] and thus has
several features that make it different from other recommenders. For example,
it acts both as a navigation-by-asking and a navigation-by-proposing system.

The result displayed to the user is shown in Figure 6. The user can read
descriptions of the two recommender systems and choose to execute one or both.
Once the user has selected the closest recommender to his/her preferences, s/he
can ask the system for something similar. The system uses the Bounded Greedy
algorithm to select the next pair of recommenders.
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6 Evaluation

Our experimental evaluation is an ablation study. It is a leave-one-in study,
where a chosen case from the case base is taken to be the user’s target system.
We simulate user preferences by deleting some of the case’s attributes and take
the resulting partial description to be a representation of the user’s preferences.

Six representative recommenders were selected to act as target systems/queries
(two Single-Shot systems, two Conversational A systems, and two Conversational
B systems). We used random deletion, and hence we repeated each cycle twenty
times to allow for deletion of different sets of attributes.

Our experiments measured the number of steps required to retrieve the same
recommender using our tool. Obviously, the number of steps (or depth) when
using 100% of the attributes is always 0 but depth will increase when using only
75%, 50% and 25% of the attributes.

During the first stage of our experiment we used only one of the three simi-
larity approaches: either tasks, methods or semantic features. We also tried each
preference feedback elicitation strategy: MLT, LLT, pMLT, MLT_LLT (see Sec-
tion 3.5). Figure 7 shows, for every similarity approach and every preference
feedback elicitation strategy, the percentage of queries where that particular
combination results in the minimum number of retrieval steps. Averaging those
results we find that task-based similarity provides the best results in 10% of
the queries, method-based in 40% and feature-based in 50%. As might be ex-
pected, the semantic feature similarity is most often the best because it is a
knowledge-intensive measure.

Next we tested our hypothesis that the best similarity measure would be a
weighted combination of the three similarity approaches using as weights the
percentages discovered in the previous experiment. This hypothesis was actu-
ally confirmed in the experiments as shown in Figure 8 (left) where the pro-
posed weight combination is shown to outperform other weight combinations
(70%-15%-15%, 15%-70%-15%, and 15%-15%-70%), and Figure 8 (right) where
it outperforms pure task, method and semantic feature approaches.
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We can also propose a set of weights to use in the case where semantic
features are not available. It is important to consider this scenario because it
may not always be possible for an expert to define an ontology. In this case, our
experiments show that the best weights are: Tasks = 34% and Methods = 66%.
These values demonstrate that the behaviour of the system (methods) is more
important than its structure (tasks) when computing the similarity.

7  Conclusions

In this paper, we have extended jCOLIBRI 2 with facilities to support reuse during
the construction of CBR systems. In particular, we propose the use of templates,
which a system developer can adapt to his/her new purposes. Our case-based
template recommender draws ideas from case-based recommender systems re-
search, and uses a new approach that we call Retrieval-by-Trying. We have il-
lustrated the ideas by building a case-based recommender system for case-based
recommender systems. We have defined and empirically evaluated different ap-
proaches to the measurement of similarity. We found, as might be expected, that
knowledge-intensive semantic features are more important than behavioural fea-
tures, which are in turn more important than structural features.

We will soon report on an empirical evaluation in which students template-
based and other approaches to build recommender systems. In the future, we
want to apply these ideas to CBR systems other than recommender systems.
For example, we are looking at textual CBR systems. And we want to gain more
practical experience of using the approach for rapid prototyping in educational,
research and industrial environments.
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