Neural Networks

We're now going to look at another way of building classifi€egtificial) neural networks (ANNS).

The brain comprises arouri®!! neurons, connected into a complex network. ANNSs similadgnprise numerous
simple computational devices (here callgdeshold Logic Units or TLUS), connected into complex networks.

Among the advantages of neural networks are: they are vesy gb handling numerical inputs; and they can be
trained: they can learn functions from examples. They haentsuccessful in learning to recognise handwritten
characters, spoken words and human faces. Their advantedesthem useful for a wide variety of other tasks, in
addition to classification.
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Sufficient electrical activity on a neuron’s dendrites @auan electrical pulse to be sent down the axon, where it may
activate other neurons.

Before looking at ANNSs in general, we look at TLUs, which aoenputational units inspired by neurons.

2 Threshold Logic Units (TLUs)

A threshold logic unit (TLU) takes in some numerical inputs, computes a weighted surmedhtiuts, compares the
sum to a threshold valué), and outputs a 1 if the threshold is equalled or exceed&dreise, it outputs a 0.
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where, for the moment,
(@) = 1 ifz>0
9\*) =def\ o otherwise
The inputss = (sy,...,s,) and weightsw = (wy,...,w,) are typically real values (positive or negativé).is a

weighted sum of these inputg.is called theactivation function: it decides whether the weighted sum of the inputs is
big enough for there to be an output value of 1.

As well as having the flexibility of handling real-number irtp, if we allow inputs of only O (false) or 1 (true), TLUs
can simulate many Boolean operators and expressions. Hefd-bls that compute; A sy and—s;:
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(Note that these are not the only weights and thresholdsthad be used to simulate these operations.)

Here’s a TLU that computes a more complex Boolean expression-ss A sg




3 What can TLUs represent?

We've seen a few example of functions that a single TLU caroéac But there are limitations on what functions
TLUs can encode. They cannot even encode all Boolean opgrato

For example, exclusive-of) cannot be computed by a single TLU.
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We would need weights;, andws and threshold such that

wy; X 0+ wz x0
wy X 04+ wy x 1
wy X 1+ wy x0
wy X 1+we x 1
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There are no such weights and threshold.

A TLU can only encodéinearly separable functions. Exclusive-or is not a linearly separable function. We cee s
what this means from these graphs:
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We have two inputs, which can be 0 or 1, drawn on the axes. Rlatkindicate points in the input space where the
output should be 1. But a TLU outputs 1 iff some threshold iseexled, so this space is divided into two (those points
where the weighted sum is above the threshold and thosespeir@re it isn’t). So, in the cases where we can draw a
straight line that separates the white dots from the blat, dee can use a TLU.

Class Exercise Give another Boolean operator that is not linearly separable.

In general, where we have more than 2-dimensions (more thiapus), the input space is divided into two by a
hyperplane rather than by a straight line. But this doedminge the fundamental point that we can only represent
functions where such a dividing plane does exist (lineafyesable functions).

Unfortunately, there are not many linearly separable fonst So single TLUs may not be of much use to us. As
we'll see,networks of TLUs can overcome these limitations.

4 TLUs for Classification

You might already be objecting to the use of TLUs for impletimgnclassifiers. Apart from the limitation to linearly
separable functions, there seem to be two other limitations

Only two classes? The output of a single TLU is either 0 or 1. So a single TLU isyardpable of choosing between
two classes. While two classes is very common (spam/hamlogegvisitor, etc.), there are applications where we
will have more than two classes (beginner/intermediateladed).

This is a problem we can overcome by using several TLUs. \Wettpone further discussion of use of more than one
TLU to the next lecture.

Only numeric inputs? The inputs to TLUs i, .. ., s,) are numbers. How can we handle attributes whose types
aren’t numbers?

We've already seen how to handle Boolean-valued inputsplgiose 1 for true and 0 for false.
What about symbolic-valued attributes? If there are only Walues (as witlsex), then we can use 0 and 1 again.

If there are more than two values (ergne, snack, full), we use more than one binary input. The simplest approach
is to use one binary input per value. For example, to hanei¢ttiee values of themeal attribute, we would use three
inputss, s andss. To input an instance whose value for this attributeaee, s; = 1,55 = 0, s3 = 0. Forsnack,
s1=0,s2 =1,s3 =0. Forfull, sy = 0,s2 = 0, s3 = 1. If there arek values, this scheme requiresnputs.

You will appreciate, however, that, were we to encode theeshs consecutive binary numbers, o, k] would
actually be needed. For example, for three values, two sngiues four distinct bit patterns (one of which would never
be used), whereas using three inputs as proposed above giiVe distinct bit patterns (five of which would never be
used). Although our scheme is not economical, it probablgesit easier to find weights.

5 A Simplification

This simplification makes the implementation simpler. Bstreal motivation is that it makes the learning algorithm
that is coming up later simpler.

Suppose we have a TLU whose threshold.isThe simplification is to construct a new but equivalent TLbose
threshold’ is fixed at zero. But then we add an extra input ling,to the new TLU. The input value on this line will
be fixed at 1, and the weight on this line will be fixed-a.
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These give equivalent results.



Exercises

1. Design TLUs for

(a) s1Vsgand
(b) s1 = so.
2. Aliteral is any Boolean variable (such agin the above examples) or its negation (e-g;). A TLU can

compute the value of any conjunction of literals, esgA —s2 A s3 (as earlier), oFs; A —s2 A $3 A 84, OF
s1 A\ Sa A sz A sq N ss, etc.
In general, what weights and threshold would you need if yerendesigning a TLU for some conjunction of
literals? (Hint: See if you can come up with the answer by galising from the TLU that appeared earlier in
the notes for computing; A —s2 A s3.)

3. Similarly, TLUs can compute the value of any disjunctidfiterals (i.e. usingv). In general, what weights and
thresholds would you need?

4. Design a TLU that computes a majority function. In otherd®; it outputs 1 only if half or more than half of
its n inputs are 1.

5. Similarly design a TLU that computes a minority functiohoutputs 1 only if half or fewer than half of its
inputs are 1.



