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Abstract— Data aggregation is a method used in sensor this has the effect of increasing the variance absyiX)
networks to reduce the amount of messages transported. By and therefore the standard deviationThis leads to unstable

aggregating, the data contained in several messages is fdseto  55hjication quality since the amount of data arriving at the
one single message. If such a message, containing the eqléna data sink can fluctuate significantly

of many individual messages, is lost due to transmission esrs ; .
then this has a detrimental effect on the application qualiy This paper presents and evaluates a control mechanism

experienced. In many sensor network applications a constan to combat the effects of the increases dncaused by in-
supply of data is needed and therefore application quality s creasing amounts of aggregation. Worst case dimensioning
severely effected by excessive data loss. This paper propesand o« avamined in [11] where it was found that, although the

evaluates the use of an in-network control mechanism to ofé& thod d ful f di . int of
this disadvantageous effect. The control mechanism analigally methods used were successiul from a dimensioning point o

calculates the correct reliability that an aggregate of gien size Vieéw, significant overshooting of application defined tasge
must be forwarded at in order to meet application specific gos. occurred due to the use of worst case assumptions. In contras

this paper relaxes the assumptions used and recalculaes th
necessary forwarding reliability to meet application &tsgy
as aggregation occurs in network. This offers a much more
Many wireless sensor network (WSN) applications collefine grained approach than [11] and also relaxes a number of
periodically generated sensor data at a central point - #t@ dassumptions used in that paper. An alternative to altetieg t
sink or base station - where the data is subsequently amhlyserwarding reliability to suit the aggregation level wolbd to
This class of applications is considered within this paper. adjust the aggregation level to suit the inherent relighif the
In a realistic deployment scenario, messages are lostliimks available. However, the number of assumptions necgss
transport while travelling hop-by-hop through the networfor this approach are far greater than those for the method
towards the sink. These packet losses happen due to thehatexamined in this paper. In addition it is easy to see a sinati
lossy characteristics of the wireless links between theaenarising whereby, without global knowledge of network cendi
nodes. An application analysing the data may be able to déahs, aggregated data may need to be broken up and reformed
with some of these losses. More specifically, the applicatias it progresses through the network and encounters differe
might be able to infer the correct conclusions even if a (§matonditions. Therefore modifying the aggregation level wit s
portion of the sensor readings is not available for the aigly the link reliabilities found is not considered in this paper
This could be due to the ability to interpolate missing data o The remainder of the paper is organised as follows. Section
the availability of redundant sensor data. Il describes the motivation for this work. Section 1l disses
Using data aggregation, several messages transportegl al@tated work. Section IV analyses the effects of aggregatio
the same path can be combined into a single messagile section V describes how our control goals are formally
Aggregation techniques reduce the amount of messages aatl Section VI describes how this goal is achieved. An ex-
thus reduce energy expensive transceiver operation apd hmtrimental evaluation of the control methodology is présen
to preserve scarce bandwidth. As aggregation increases dinel examined in section VII. Finally conclusions and future
amount of data concentrated in a single message, the datak are discussed in section VIII.
reliability at the sink is altered. Losing a message coiragin
a single data reading has surely a different impact on the
overall data reliability than losing a message containimg t A number of sensor network applications operate in an
information of several sensor readings. This effectisdieed event based manner, i.e. nodes only send data if an abnormal
in [11]. Where aggregation occurs the average amount of dataspecific condition has occurred. For example a medical
arriving at the sink, expressed by the expected v#l(& ) is application may only send data if an irregular condition is
unaltered compared to when aggregation is not used. Howesletected or a heat sensor may only send data if a fire is

I. INTRODUCTION

II. MOTIVATION



detected. In contrast another class of applications pieatld received data as it is described by the utility curve, a magppi
gather data from the sensor network and use this data bmtween data delivery reliability and application qualisy
a particular purpose (It is this class of applications undeossible. The amount of data being delivered during each
consideration in this work). In some cases this data may bme interval has to be kept at a value such that the utility
for the purposes of logging a phenomenom while in otheds the application is kept at an acceptable level. The vagan
some form of control or actuation may take place based on the amount of data delivered has to be controlled also
the data collected. In the case of actuation or control datst msince fluctuations below the minimum amount of data required
be successfully delivered in sufficient quantity to enstwe twould prevent the utility from staying at a constant accblata
application can function correctly. The tolerance to loatad level. Thus, if the utility curve of an application is known,
will be defined by the nature of the application, the degrebke bounds for the minimum amount of data per discrete time
of redundant sensors available and the ability to intetpolanterval can be determined and the correct reliability meas
missing data. Consider the following scenario. An indas$trican be put in place in order to facilitate the correct operati
cooling system consists of a large lattice of pipes whiclivdel of the application.
pressurised coolant to nozzles which spray the coolant @nto
surface below. Each of the nozzles must deliver the correct
amount of coolant and a network of sensors monitors theThe related work section is split into two parts that discuss
pressure in the pipe lattice feeding the nozzles. A drop previous work related to the research presented in thisrpape
pressure in a pipe means that remedial action needs toHist, related work on data aggregation in sensor netwaks i
taken and pressure is restored by closing relief valves or Bigcussed. Second, existing work that describes methods to
increasing the pressure of the input feed to that section @introl the reliability is presented. Reliability contrisl the
pipe. In this scenario data must regularly be delivered & tmethod proposed in Section VI to counter the problem of
application and any data loss must not exceed applicatieariable link reliability and path length; thus it is impani
defined tolerances (i.e. there are redundant sensors in etachhow that appropriate technical implementations exist.
section of the lattice). 1) Aggregation: Several papers address the issue of ag-
For the purposes of this study an application similar tgregation in sensor networks. These papers vary in their
the one outlined above which periodically gathers sensta dapproaches and emphasis.
from the network (or a particular region or subsection of the A common approach is to abstract aggregation from the
network) is considered. Within each data gathering infervanderlying network operation by implementing a SQL like
each sensor generates a reading which is transmitted tatae guery layer which a programmer or end user can use to pose
sink. It is worth stating that the use of data gathering irekr queries to the sensor network [1], [2], [3], [4]. It is arglab
does not suggest that fine grained time synchronisationviiether some of the functions of query based aggregation are
needed. Nodes can generate and send data in a periodic mémdact aggregation. Often the function of SQL-like queries
based on the time of arrival of an interest. The sensor rgadins to filter data and reduce the number of tuples rather than
generated may or may not be aggregated en route to the dattively use and combine data into an aggregated format. MIN
sink. Due to the lossy nature of the wireless channel seveaald MAX operators are examples of such functions. This form
messages will inevitably be lost. How this loss affects thef aggregation is not related to the problem discussed mithi

IIl. RELATED WORK

application quality is described below. the paper. In this paper is assumed that the applicatioriresqu
o o ) a minimum number of sensor samples to derive a correct
A. Data Reliability and Application Quality decision. This assumption allows a more generalised view of

It is assumed that the needs of an application analysiaggregation methods and allows for redundancies inhenent i
data at the sink of a sensor field can be given by a utilisensor networks.
function. Consider a simple utility functioty (X) for some  Other related work considers that sensors can only detect
arbitrary applicationUU (X) is a function of the percentage ofa phenomenon with limited accuracy [12]. This uncertainty
the total amount of sensor samples sent that the applicationthe sensor readings can be interpreted as detection relia
receives during a discrete time interval. The utility fuant bility. If several sensors monitor the same phenomenon, this
indicates how useful a certain amount of data units are to ancertainty can be mitigated. This spatial and/or temporal
application and is thus a mapping of application level dyalicorrelation of sensor readings can also be used for aggwegat
requirements to data transport reliability. At some polrg t purposes in the network [13]. Normally the reduction of gens
required amount of sensor samples are received that wil gireading uncertainty can be traded for the aggregation level
an acceptable utility value. It has to be noted that simplgyut [14]. Methods to improve sensing accuracy in conjunctiotimwi
functions cannot be used for all application types. For edlam aggregation are not investigated in this paper.
in cases where the data readings of specific sensors are mo@ Reliability Control.: Ensuring reliable delivery in sensor
important for the functioning of the application than other networks has been the focus of a number of research papers.
However, a large class of data gathering applications can beSeveral papers advocate the use of acknowledgements
described by utility functions. (ACKs) or negative acknowledgements (NACKs) and the

If the quality of the application depends on the amount glubsequent retransmission of a lost message [5], [8]. Ammoth



approach is to forward a message more than once so thatis$work towards the base-station. This form of aggregation
reliability is increased [7], [8], [9]. A more complex mettho applied on the application level and leads to energy savasgs
involves forwarding multiple packets along multiple disjp the net amount of bytes transmitted is significantly reduced
paths [7], [8], [9]. The loss/corruption of data packets due .
to noisy wireless channels and data errors, and a mettddReliability
to correct this corrupt data are investigated in [15]. [19] i In this paper, it is assumed that sensor data readings are
closely related to this work in a number of respects, alttoudransported towards a sink. It is assumed that all sensor
aggregation is not the focus, and describes, in generaktersamples are considered to be equally valuable. It is gdperal
some methods that may be used to evaluate the informatiodifficult to ascertain the “value” of a given sensor reading
value of sensor data. Various informational values are theith respect to another and it is more difficult to ascertain
mapped to various protection measures, FECs (Forward Ere correct value of an aggregate of a number of such sensor
ror Correction codes) in this case. The principal diffeeengeadings. One method of evaluating aggregates is to simply
between that paper and this is that this paper presentsaunt the number of sensor reading contained therein. It can
formal link between data and the reliability needed for ke argued that this method is inappropriate for evaluating a
given application scenario. [10] does not calculate theireq number of query based aggregates. For example, when using
reliability for an aggregate and does not take into accduat tthe MAX operator the most valuable sensor reading, whether a
number of hops to the data sink. part of an aggregate or not, is the one with the highest value a
that given time or during a specific time interval. However it
IV. AGGREGATION- RELIABILITY INTERDEPENDENCY  an pe argued thaAX, MIN and similar functions should be
This Section defines the terms aggregation and data tradisregarded as they are actually data suppression orfiteri
port reliability. Subsequently, the interdependency leetmv functions as opposed to aggregation functions which coenbin
data transport reliability and data aggregation is ingeséd. data.
_ A further assumption is that a collisionless TDMA-like
A. Aggregation MAC protocol is used and as a consequence error rates are
The term data aggregation, sometimes also referred teaffic invariant. We believe that these assumptions st8uit
message aggregation, can be applied to a range of differena reasonably accurate model that can be used for the study
operations taking place inside a network. For the purpotesdescribed in the paper. Using the assumptions, the ratiabil
this study, a valid aggregation functigns defined as follows: on the different abstraction levels is given by the follogvin
Definition 1: An aggregation functiog maps several mes- three definitions:
sages to a single message. Formally,Mf is the set of
all possible messages transmitted, this can be expressed aBefinition 2: The hop-by-hop message transport reliability
¢: M*— MVa > 2. (short: hop-by-hop reliability)y;;, describes the probability
Data aggregation is used in sensor networks for several ré@at a message is delivered successfully between two neigh-
sons. The main objective of data aggregation is the reductioouring sensor nodesand ;.
of energy consumption. Energy is saved as less messages,
normally containing a smaller payload than the unaggrebate Definition 3: The end-to-end message transport reliability
messages together, have to be forwarded. An additionadtefféshort: end-to-end reliability);, is described by the product of
of aggregation is the reduced amount of bandwidth necesstrg message transport reliabilities; on the path from source
to transport information through the network. to sink.
There are several approaches to data aggregation which can
be used on their own or in combination. On a packet level Definition 4: Thedata transport reliability(short: data reli-
it is possible to combine the payload of several messagesainility) is described by the expected amount of sensor negdi
a single message. This form of aggregation leads to enedgyX) per unit time reaching the sink and also by the variance
savings as the header overhead is reduced, energy costig med. The variance describes fluctuations about the expected
access mechanisms have to be executed less frequently ontilae.
hardware defined fixed frame capacity is used efficiently. A
different aggregation approach consists of applying itwoek  C- Interdependency
functions to process or pre-process the data generatedeThe The data reliability, characterised b (X) and o2, is
functions include SQL type operators such @M, AVG, influenced by the amount of data lost in transit. These losses
COUNT and combinations thereof. Other more applicatioare characterised by the hop-by-hop reliability of eackk lin
specific functions may be possible to implement in-networknd the degree of aggregation. The degree of aggregation,
These may include data correlation, correction and vetifina influences how many data readings are lost by losing a single
algorithms or data fusion algorithms. In general, if theoinf message.
mation required from the sensor network is a functjfosuch Consider a line of nodes where the topmost node is the
that f (z1, z2,23) = f(f(x1,22),23) = f(x1, f(z2,x3)) then data sink and the bottommost node has a numberVof
the result can be computed in parts as data is transferré@ indata readings to send. The readings can now either be sent



unaggregated a& messages, each containing a single sensor V. AGGREGATION- RELIABILITY CONTROL
reading, or aggregated in < N messages depending on |, this Section, the control goals are formulated along

the selected aggregation degree. The valuel a < N gpplication requirements. Thereafter the control mecmani
describes how many readings are combined in each messagg; its implementation is presented.

Thus it is assumed that all messages carry the same number of

a sensor readings (homogeneous aggregation). Note that #heApplication Requirements

assumption of homogeneous aggregation has no net effect ofi is assumed that an application requires a data transport

the expected value calculations and gives a worst caseneariareliability above a given value to function correctly. Math

calculation for a maximum aggregation levelAs a result of matically expressed, it is required thB{X) > N - R. Here,

the aggregation, the following number of messages are senff is the reliability level desired by the applicatiol, is the

the sink: total number of sensor data. Additionally, it has now to be

taken into account that the amount of actual data delivered

n=N/a (1) will fluctuate about the expected value, which is describgd b

1) Expected Values The question here is how aggregatiof® variance. Thus the control goal is defined as:
influences the expected valdg(.X'). The expected value can

be calculated by: Definition 5: The network should achieve a transport reli-

ability such that expected value minus some multiple of the

" standard deviation equals to or is greater than the mininetm r
B(X) = Z a-r=n-a-r @) liability level desired by the application. This can be eegsed
Using (1) and substituting the value efwith N/n gives: as follows: E(X) — zo >= NR.
E(X) = Nr (3) For example, if a normal distribution of the incoming sensor

Thus, the expected vallies a function of the number of readings is as;umed amj_: 1.96 is selected, in 97.5% of
sensor dataV and the end-to-end reliability. The degree cases the application requirements can be met.
of aggregationa has no effect on the expected value. Ié_ Control Mechanism

therefore seems logical to aggregate as much as possible as
no cost regarding data transport reliability, in terms of th AS it was shown by (3) and (5), the expected value and

expected value, must be paid. In the literature it is sometjm Variance depend on the aggregation degreand the end-
for example [10], assumed that aggregated packets shouldl@&nd message reliability. Thus, aggregation degreeand
handled with greater care than non-aggregated ones. Aqshofnd-to-end transport reliability have to be balanced, such

this is not true regarding the expected value of the amount8fit the needs of the application can be met. o
data readings. Using the application requirements given in Definition 5,

2) Variance: The variance gives an impression of th&quations that allow the computation of the maximum aggre-
fluctuations of the amount of data readings reaching the sifg@tion degree and/or the necessary transport reliabity e

The variancer? is given by the formula: derived:
o? = B(X?) - [E(X)]? (4) E(X)-NR=z0 (6)
The variance can now be calculated and using (1): Using (2) and (5):
n n-a-r—N-R=z-\/N-a-r-(1-71) @)

2 2 2 2
of=2 @) —@ ) =Nar(1=r) () Squaring both sides of (7) gives:
Here, the variance depends linearly on the degree of ag-
gregation and linearly on the number of samples. Now both s o ) )
extremes can be compared; no aggregation with 1 and N (r"=2-r-R+R)=2"-N-a-r-(1-r) (8
total aggregation witlw = N. In the first case, the variance 14 calculate the maximum aggregation degredf r is

depends linearly on the amount of sensor readings. In tgﬁ'eady known, (8) can be modified as:

second case, the variance depends quadratically on thenamou

of sensor readings sent. It can be concluded that the varianc N-(r’—=2-r-R+ R?)

of amount of data readings per time unit reaching the sink a= 2.r-(1—r) ©)
depends heavily on the degree of aggregation. Regarding th

X o %mally the following equation to compute the end-to-end
variance it is therefore useful to handle aggregated packet o .
: ransport reliabilityr needed for a givem can be generated
with greater care than non-aggregated ones.

using (8):

1The equations used here are used for simplicity and breRitybability
of delivery of data packets has a binomial distribution. &xtpd values for 9 5 9 9
binomial probabilities can be reduced to give the same tesul (N+z°-a)-r*—(2-N-R+z"-a)-r+N-R°=0 (10)



Equation (9) gives the maximum aggregation degree that Adaptation
is known. Solving (10) for- gives the necessary end-to-enehis information will be monitored at the data sink and
reliability for messages if the aggregation degree is knddfn gisseminated via requests along with the desired religbfi
course, both equations can be used together to balance thgsfg this data each node will then compute the correct end-

values. to-end-reliability needed for a packet or aggregate packet
using (11).
C. Reliability Control A node adapts its forwarding mechanism such that the

) desired end-to-end reliability for the message is achieved.
Equations (9) and (10), assume that the end-to-end relR-noqe upon receiving a request from the data sink to
bility, », for messages transported in the network is const

g : nerate messages and forward these messages with end-to-
for all messages regardiess of their distance to the sink. F,q rejiability- would need to know the number of hopgo
example, if a constant hop-by-hop reliability is assumeelsm he gata sink (it is assumed that the routing tree is stabhe.

sages will have a different end-to-end reliability. A p&si o4 could then calculate the reliability at which it would

solution to this problem and one which is explored in thiseeq to forward this message over each hop to meet the end-

work is to ensure that all messages achieve the same endgfoaq reliability requirements. To calculatg the following

end reliabilityr. The method used to do this is described '@imple formula is usedr; = ceiling(logyr). The value of
Section VI-A. 7 needs to be forwarded in each packet so that the receiving
node is able to calculate what steps it needs to take to ensure

VI. CONTROL METHODOLOGY that the packet is again forwarded with reliability. Methods

. o to achieve the desired; are discussed in the Ill section. In
In order to consider the use of a dynamic in-networkarticular, [7], [8], [9] discuss this in detail.

solution without the use of global knowledge it is necessary Consider the following example:
that the individual actions of the nodes lead to the desired, node A receives two packets from different senders

goals. In order to see that this is true consider the follgwin which are to be aggregated. Node A needs to calculate the

Fact 1: E(X) = X(X;) end-to-end reliabilityy, necessary for a packet consisting
Fact 1 merely states that the overall expected value is gnerel  of two data samples. Node A does this using (11).
the sum of all the expectancies within the network. For , Using » and the number of hops to the data sink the
example if one message has an expected value of 0.7 and required forwarding reliability-; can be calculated.
another an expected value of 0.8 then their combined expecte, Now node A must examine the forwarding reliability
value is 0.7+0.8=1.5 constraints in both of packets containing the data to be

Fact 2: 02 = Yo? aggregated. Let us call themy; and rs, respectively
Fact 2 states that the variance is the sum of the individual and denote the forwarding reliability calculated in the
variances from within the network. This holds since the previous step asy, (e denotes aggregate). The final
delivery probability of each message both uncorrelated and forwarding reliability, r¢, is simply max(rg1, 72,7 fa)-

independent. If this is the case then Note that the effects of ignoring this step is examined in
Section VII-D.
n n » Having calculatedr; the amount of retransmissions,
var( Y. X)) = Y war(Xy) redundant packets or other reliability measures needed
i=1 i=1 to achieve this reliability level (assuming the link error

probability is known) must be calculated.
If both fact 1 and 2 hold then the following must hold also.

Fact 3: If E(X;) — o, = R; then VIl. EXPERIMENTAL EVALUATION

N A. Topology
> (E(X;)—o0;))=FE(X)—0c=NR 100 nodes are placed in a grid. The transmission range is set
i=1 such that each node can only communicate to their adjacent

This means that if techniques to modify the reliability toehe neighbours in the grid. The topmost left node is designated
the condition described by (6) are applied within the nekworas the data sink and the oth@d nodes deliver data to this
global awareness is not necessary in order to satisfy (10). |ocation. A request is flooded by the sink into the network

Equation (10) can therefore be modified to determine thd a routing tree is formed along the reverse path. For the
correct end-to-end reliability for any given aggregate.dip purposes of the experiment the routing tree is considered to
this (10) is simply divided by: to give: be stable.

B. Aggregation

In order to facilitate aggregation a node must hold its

N 2 2 N 2 N 2
- 2 —(2-=-R . —.R°=0 (11 . . .
(—+27) 7 ( +27) a (11) messages in a buffer and await the arrival of messages from

a a



its upstream neighbours. Since the envisaged operatidmeof t , , " Data Tecaved ——
sensor network in this paper is periodic a cascading system 100 |  Application,_target 1
can be put in place. In such a system each node will wait oL

for a progressively longer period as hop distance to the data g,
sink decreases. This allows adequate time for data gederaté.
from nodes farther away to catch up and be aggregated. Tlfe

X : " ) 60 | .
method is formally described as follows: A waiting peridd §
at noden;, h; hops from the data sink, in the routing tree is%
calculated for each message in order to facilitate a casgadig 40t |
aggregation system using the following formula:
20 + .
111' = hmam . (hma;ﬂ - hz)
max O L 1 1 1 L
It is assumed thal},., <data gathering interval 0 0.2 0.4 0.6 0.8 1

Desired Reliability [R]
C. Traffic

Every node periodically generates a sensor reading (1 per
sensing period) and sends it to the data sink. Before the
next period all the data generated is forwarded to the sink

Fig. 1. Algorithm performance with end-to-end constraints

Data_received ——

and recorded. Each node generates 1000 data readings per 100 r Application_target - 1
simulation. After each period the amount of sensor readings N
delivered to the sink is recorded. Finally the standardatewn = 80F 1
is calculated for thd 000 data gathering rounds. s

Rather than set the maximum aggregation levedr cal- 3 60 | <
culate a worst case scenario forwarding reliabilify(as was §
done in [11]) the end-to-end and forwarding reliability &r o 4L i
evaluated when aggregation occurs in the network. Thisldhoud
reduce the amount of overshooting seen in [11]. Aggregation 20 | |
is allowed to grow without bound and packet size does
not increase except in later experiments in section VII-F
where the effects of growing packet size on the number of 0 0 02 04 06 08 1
retransmissions needed is examined. Desired Reliability [R]

The experiments use a simple bit error model and it is as-
sumed that each node has an accurate bit error rate estimatio Fig- 2. Algorithm performance without end-to-end constisi
(the effects of inaccuracies in the BER estimation is exaiahin
in section VII-E). Naturally acknowledgements are alsongro
to errors. The basic calculation for converting bit erraesa from 0.1 to 0.9. Packet sizes are fixed and do not grow
(BER) to packet error rates (PER) and acknowledgement ergife to aggregation. A constant bit error rate of 0.002 is
rates (AER) is given by the following formulaPER or used which gives a packet error rate (PER) of 0.247 and an
AER = (1 — BER)'"9*" where length is the length of acknowledgement error rate (AER) of 0.148.
the packet in bits. No correctable bits are assumed. A fixedTwo separate experiments were run. The first kept the
packet length of 160 bits (20 bytes) and 80 bits (10 bytes) éonstraints set by packets sent from further away (highgst
assumed for data packets and acknowledgements respgctiviiscussed in section VI-A) while the second experiment did
except in the case where packet length is allowed to grow witiet. In addition the results of these experiments are coetpar
aggregation. Given the assumption that the link religbdiin in two different ways. Firstly the average amount of data
be modified a mechanism to do so must be provided. The claglivered is examined with the standard deviation shown as
sen mechanism in these experiments is an ARQ protocol. Térgor bars. Secondly the amount of failed data rounds (where
number of retransmissions needed is calculated using the fine data delivered was less th&i®b) is considered. Since a z-
lowing formula:maz transmissions = ceiling(logppr(r)). value of 1.0 is used this implies that 85.13% of rounds should
Naturally the rounding upward, to a whole number, of thke successful. In essence figures 1 and 3 are from the same
number of transmissions to be used results in a small amodata and likewise with figures 2 and 4 represent the second
of overshooting of the target reliability. experiment.

In figure 1 a significant overshoot can be seen when
end-to-end constraints (i.e. use worst cas¢ are obeyed.

The dynamic control methodology is implemented anNevertheless in almost all situations application requaats
tested for a variety of differing target reliabilities rang are met or exceeded. Likewise upon examination of figure 3

D. Experiment 1
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. ) of transmissions used contributes to this overshootingiléVh
it can be seen that in excess of the target 85.13% of dgjigs s not ideal from an analytical perspective it doesvalto

rounds were successful in every case. When ignoring engiaxation of assumptions such as accuracy of BER estimatio
to-end constraints, figure 2, it can be seen that the averg@ch shall be see in the next experiment.

data received tracks the desired reliabiliy more closely .

although the standard deviation invariably fails to comthimi E- Experiment 2

target in every case. An examination of figure 4 reveals thatOne weakness that is present in the methodology chosen
the required amount of data is rarely received where end-that it is reliant on the accuracy of the bit error estimati
to-end constraints are not kept, indicating it is necessary process available to the sensor node. Naturally this estma
keep the constraints. Thus there are two reliability ca@ists may not be entirely accurate and errors and fluctuations
that an aggregate must obey; those derived from (10) awdl cause some variance from this figure. This experiment
the maximum forwarding reliability of all the constituentintroduces a randomly generated value, of varying range
messages. However adopting the most conservagivesults (+0.0002, 0.0004,...,0.002), that will be added or subtdhcte
in a significant amount of over shooting the target reliaili from the BER for a set of transmissions. The sender remains
which can be seen in both figure 1 and 3. This is due tmaware of any change and uses the base BER0OR for

the fact that aggregates must become reasonably largesbe#dl calculations.

the increase in reliability necessitated by increasedanag As would be expected the algorithm is resilient to unde-
exceeds the maximum forwarding reliability of the worstecagected variances in the BER up to a certain point. This can be
hop distance. Thus many aggregates get a “free” boost in thexplained by the overshoot caused by the adoption of the most
end-to-end reliabilities by aggregating with data thauigHer conservative; which can be seen in the previous experiment
from the sink. Also note that the rounding up of the numbedong with the rounding error from calculating the number
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implementing the correct hop-by-hop reliability, dynasaiig
in-network, for any given aggregate size. It has been shown
) that this method can be used effectively to meet application
specified targets.
Future work shall consider the distribution of packet Iesse
and how these are affected by aggregation. In addition the
applicability of the methods discussed in this paper will be
examined with non-periodic poisson generated traffic. An
examination of the current scheme and its effects on cantent
based MAC protocols for varying traffic conditions shall be
undertaken.
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of retransmissions necessary. Naturally as the BER estimat
error increases to larger values the control methodologg us
fails to meet the required target. [
[2]

Experiment 3 examines the effects of increasing packet size
on the total amount of transmissions needed to deliver all 98]
messages in a gathering round. The purpose of this expdrimen
is to examine the cost of implementing the scheme described
for a number of aggregation scenarios (packet stuffing, in4]
network processing and pre-processing, etc.). An allowasic
made for the number of aggregates that can be contained ir‘[@
fixed size packet of 160 bits (this can be seen on the x-axis).
When this is exceeded the length of the packet is increment éj
by 16 bits per extra aggregate. As before a constant BER i
0.002 is used and the desired reliabilitg, is 0.7.

While the number of retransmissions needed to send afl
aggregate packet successfully can grow quite large thiffis o
set by the reduction of messages due to aggregation. Howe\er
it must be pointed out that as packet size grows the energy
need to transmit and receive a single packet also grows arpy

F. Experiment 3

and Technology.
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