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#### Abstract

In the music domain, repeated consumption is not uncommon. In this work, we explore how to recommend familiar music in fresh ways. Specifically, we design algorithms that can produce 'tours' through a small personal collection of songs. The tours are decorated with segues, which are textual connections between consecutive songs, chosen for their interestingness. We present three such algorithms, and we outline their strengths and weaknesses based on a comparative offline evaluation. This preliminary algorithmic work is a prelude to upcoming user-centric investigations.
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## 1 INTRODUCTION

Repeated consumption of music is a behavioural pattern that can be observed in users of music streaming services [2]. One way users may access familiar music is from a personal collection. For example, the streaming service Spotify offers its users the opportunity to create a virtual library of "saved" music.

Patterns of repeated consumption are sometimes used by music recommender systems to increase user engagement. For example, a recommender may deliberately surface songs that are familiar to a user, as well as novel songs [8]. The recommender may find interesting reasons to accompany the recommendation, for example "the last time you listened to this song was one year ago" [10].

In this work, we investigate one strategy to present users with their personal music collections in music streaming services. We strive to find an arrangement of the songs, and interesting textual

[^0]links between those songs. We refer to the textual connections as segues. We refer to an arrangement of songs decorated by segues as a tour. An example of a short tour is in Figure 1. Our goal is to offer users a way to enjoy their music again, by presenting the songs in a fresh way, connected by interesting segues.

Here, we tackle the problem of finding tours through personal music collections in music streaming services. We formalise the problem and we propose three algorithms to solve the problem. Later, we offer an offline evaluation where we compare the characteristics of tours produced by those algorithms. Our offline evaluation is a preliminary analysis that does not yet take into account the user perspective. But, we have ethical approval for a first user trial that will build on the results of this paper. The source code supporting this study is freely available. ${ }^{1}$

## 2 RELATED WORK

Segues were first introduced in [1], and defined in [4] as "short texts that connect two items". Both [1] and [4] focus on the music domain and, in particular, the case where the items connected by the segues are songs. In [1], the authors developed a simple prototype able to find song-to-song segues for consecutive songs in an input playlist, to produce a list of segues to decorate the playlist. Our work in this paper is different from [1], as we do not consider the order of the songs to be fixed in advance. Instead, we strive to arrange the songs, and to produce a list of interesting segues to decorate this arrangement of the songs. In [4], the authors propose a domain-independent method to generate item-to-item segues from a knowledge graph. A distinguishing feature of their work is the introduction of a scoring function for segues, based on their interestingness. They evaluate their work in a user trial involving song-to-song segues. Our work in this paper builds on [4], as we describe in detail in Section 4.1.
Over the years, researchers have proposed many user interfaces to help users explore their personal music collections; see [5]. Our idea of using segues in this context is, to the best of our knowledge, a novel direction. Even so, there exist some user interfaces similar to ours. For example, Pohle et al. [7] arrange songs in a circle by solving a Travelling Salesman Problem, where the distances are determined by song-to-song similarity. Our work is similar to [7], because we also arrange songs one after the other. But our work is also different, because we include segues from one song to the next and the arrangement of the songs is based on the interestingness of the segues, not the similarity of the songs.

[^1]

Figure 1: A tour in a personal collection of three songs. Circles are songs; rectangles are segues.

## 3 METHOD

### 3.1 Problem formulation

Let $I$ be all or part of a person's music collection in a music streaming service. It is reasonable to assume $I$ to be a 'small' set of songs, e.g. several order of magnitudes smaller than the whole catalogue of songs. Our goal is to find a tour of the songs in $I$, so as to obtain a solution of the kind shown in Figure 1.

More formally, given two songs $i, i^{\prime} \in I$, let $\operatorname{segues}\left(i, i^{\prime}\right)$ be the set of segues from $i$ to $i^{\prime}$. We assume that $\operatorname{segues}\left(i, i^{\prime}\right)$ always contains at least one segue, as it is always possible to find a null segue [1]. Let $L_{j}$ be the $j$ th element in a list $L$, given that $j \in\{0, \ldots,|L|-1\}$. Let $\mathcal{P}(I)$ be the permutations of set $I$. Then let $\mathcal{T}(I)$ be decorated permutations of $I$ :

$$
\begin{align*}
& \mathcal{T}(I)=\left\{\langle O, S\rangle: S_{j} \in \operatorname{segues}\left(O_{j-1}, O_{j}\right),\right. \\
&  \tag{1}\\
& \forall j \in\{1, \ldots,|I|-1\}, \forall O \in \mathcal{P}(I)\}
\end{align*}
$$

In other words, $\mathcal{T}(I)$ is all the candidate solutions, and a given candidate solution $\langle O, S\rangle \in \mathcal{T}(I)$ comprises an ordering $O$ of the items in $I$, and a corresponding sequence of segues $S$.

Problem 3.1 (Tour Finding Problem). Given a set of songs $I$, find a solution $\langle O, S\rangle \in \mathcal{T}(I)$ that maximises some utility $(\langle O, S\rangle)$.

In this paper, we define $\operatorname{utility}(\langle O, S\rangle)$ in a simple way, based only on the interestingness scores for the segues, $S$. Let score(s) be a real number ranging from zero to one. Then we define the utility of a solution $\langle O, S\rangle$ as the mean score of the segues:

$$
\operatorname{utility}(\langle O, S\rangle)=\frac{\sum_{s \in S} \operatorname{score}(s)}{|I|-1}
$$

utility $(\langle O, S\rangle)$ is a real number ranging from zero to one.
More sophisticated definitions of utility are, of course possible. For example, we might reward solutions in which similar songs are near each other in $O$, or where similar segues are more distant from each other in $S$. These are matters for future exploration with users. In this paper, we focus on obtaining insights into different algorithms for finding segues with high utility, rather than on the best definition of utility.

Notice that, even though our focus in this work is on repeated consumption of music, Problem 3.1 can be solved to find a tour of any set of songs, including ones that are new to the user. Also, notice that Problem 3.1 is NP-hard; intuitively it is related to the Travelling Salesman Problem. We make the analogy clearer in Section 3.2.3.

### 3.2 Algorithms

We introduce three algorithms for Problem 3.1: two are heuristic methods (Greedy and Hill-Climbing) and one is an exact algorithm (Optimal).
3.2.1 Greedy. The Greedy algorithm builds a solution iteratively, by choosing the next song to be the one with the segue of highest score. We give pseudo-code in Algorithm 1.
3.2.2 Hill-Climbing. Hill-climbing is a local search algorithm that starts from a random candidate solution, then iteratively replaces that candidate by a neighbouring candidate whose utility is highest; it stops if no neighbour would result in an improvement in utility. Many flavours of hill-climbing exist, e.g. see [9]. We adopt the version with two parameters: restarts and patience. So, we run the algorithm multiple times (the restarts) and, for a certain number of iterations (the patience), we tolerate replacement by neighbours even if none of them improves the utility.

In order to use hill-climbing for Problem 3.1, we have to decide how to define the neighbourhood of a candidate solution. In this paper, we define the neighbourhood of a solution (a tour) as all the solutions that can be obtained by swapping two consecutive songs at random. More formally, given a candidate solution $\langle O, S\rangle$ and a random $r \in\{2, \ldots,|I|\}$, the neighbourhood of the candidate induced by $r$ is:

$$
\left.\begin{array}{rl}
N(\langle O, S\rangle, r)=\left\{\left\langle O^{\prime}, S^{\prime}\right\rangle \in \mathcal{T}(I):\right. \\
& O^{\prime}
\end{array}=\left[O_{1}, \ldots, O_{r}, O_{r-1}, \ldots, O_{|I|}\right]\right\}
$$

The members of this set of neighbours share the same new ordering of the items but they differ in their segues.

We give pseudo-code for Hill-Climbing in Algorithm 2.
3.2.3 Optimal. The Optimal algorithm finds an optimal solution $t^{*}$ to Problem 3.1, i.e. a solution to Problem 3.1 with maximum utility.

Given a set of songs $I$, the algorithm builds a complete and weighted graph $\mathcal{G}(I)$. The nodes of $\mathcal{G}(I)$ are the songs $I$. $\mathcal{G}(I)$ is complete, so between every two songs there is an edge. $\mathcal{G}(I)$ is weighted, so every edge has a weight, equal to one minus the score of the highest-scoring segue between the two songs. More formally, the weight of the edge between two nodes (songs) $i, i^{\prime} \in I$ is:

$$
\begin{equation*}
w\left(i, i^{\prime}\right)=1-\max _{\operatorname{s} \in \operatorname{segues}\left(i, i^{\prime}\right)} \operatorname{score}(s) . \tag{2}
\end{equation*}
$$

A Hamiltonian path $H=\left[i_{1}, \ldots i_{|I|}\right]$ in $\mathcal{G}(I)$ is a path in $\mathcal{G}(I)$ that visits every song exactly once. The set of all $H$ in $\mathcal{G}(I)$ is equal to the permutations of $I$, and so it follows that $H \in \mathcal{P}(I)$. We define the weight $W$ of $H$ as:

$$
\begin{equation*}
W(H)=\sum_{j=1}^{|I|-1} w\left(H_{j}, H_{j+1}\right) \tag{3}
\end{equation*}
$$

Intuitively, an $H$ corresponds to a solution $t \in \mathcal{T}(I)$. Also intuitively, a Hamiltonian path with minimum weight $H^{*}$ corresponds to the

```
Algorithm 1: Greedy
    \(O \leftarrow\) empty list
    \(i \leftarrow\) random element from \(I\)
    append \(i\) to \(O\); remove \(i\) from \(I\)
    while \(|I|>0\) do
        \(i^{*} \leftarrow\)
        \(\arg \max _{i^{\prime} \in I}\left(\max _{s \in \operatorname{segues}\left(i, i^{\prime}\right)} \operatorname{score}(s)\right)\)
        \(s^{*} \leftarrow \operatorname{argmax}_{s \in \operatorname{segues}\left(i, i^{*}\right)} \operatorname{score}(s)\)
        append \(i^{*}\) to \(O\); remove \(i^{*}\) from \(I\)
        append \(s^{*}\) to \(S\)
        \(i \leftarrow i^{*}\)
    return \(\langle O, S\rangle\)
```

optimal solution $t^{*}$. More formally, it is possible to define a function $f$ to map an $H$ to a $t$, as follows:

$$
\begin{aligned}
& f(H)=\langle H, S\rangle \text { where } \\
& S_{j}=\arg \max _{s \in \operatorname{segues}\left(H_{j}, H_{j+1}\right)} \operatorname{score}(s), \forall j \in\{1, \ldots,|I|-1\}
\end{aligned}
$$

$f(H)$ satisfies the membership conditions expressed in Equation 1, so $f(H) \in \mathcal{T}(I)$.

Lemma 3.2. There is an $H$ such that utility $(f(H))=u \operatorname{tility}\left(t^{*}\right)$.
Proof. Let $t^{*}=\langle O, S\rangle . O$ is a permutation of $I$ and so it is a valid Hamiltonian path $H$. By construction, utility $(f(H))=u t i l i t y\left(t^{*}\right)$.

Lemma 3.3. $H^{*}$ is such that utility $\left(f\left(H^{*}\right)\right)=$ utility $\left(t^{*}\right)$.
Proof. By contradiction, we assume that $\operatorname{utility}\left(f\left(H^{*}\right)\right) \neq$ utility $\left(t^{*}\right) . t^{*}$ is the optimal solution, so utility $\left(f\left(H^{*}\right)\right)<\operatorname{utility}\left(t^{*}\right)$. Because of Lemma 3.2, there is an $\bar{H}$ such that $\operatorname{utility}(f(\bar{H}))=$ utility $\left(t^{*}\right) . \bar{H} \neq H^{*}$, as utility $(f(\bar{H}))=\operatorname{utility}\left(t^{*}\right) \neq \operatorname{utility}\left(f\left(H^{*}\right)\right)$. Also, $W\left(H^{*}\right) \leq W(\bar{H})$, because $H^{*}$ is the Hamiltonian path with minimum weight. From Equations 3 and 2, we get the following:

$$
\begin{aligned}
& \left.\sum_{j=1}^{|I|-1} 1-\max _{s^{*} \in \operatorname{segues}\left(H_{j}^{*}, H_{j+1}^{*}\right.}\right) \operatorname{score}\left(s^{*}\right) \\
& \quad \leq \sum_{j=1}^{|I|-1} 1-\max _{\overline{\operatorname{s}} \in \operatorname{segues}\left(\bar{H}_{j}, \bar{H}_{j+1}\right)} \operatorname{score}(\bar{s}) \\
& \sum_{j=1}^{|I|-1} \max _{s^{*} \in \operatorname{segues}\left(H_{j}^{*}, H_{j+1}^{*}\right)} \operatorname{score}\left(s^{*}\right) \\
& \quad \geq \sum_{j=1}^{|I|-1} \max _{\bar{s} \in \operatorname{segues}\left(\bar{H}_{j}, \bar{H}_{j+1}\right)} \operatorname{score}(\bar{s})
\end{aligned}
$$

```
Algorithm 2: Hill-Climbing
    candidate_solutions \(\leftarrow\) empty list
    while restarts \(>0\) do
        patience_left \(\leftarrow\) patience
        current \(\leftarrow\) random element from \(\mathcal{T}(I)\)
        while True do
            \(r \leftarrow\) random element from \(\{2, \ldots,|I|\}\)
            neighbor \(\leftarrow \arg _{\max _{t \in N(\text { current }, r)} \text { utility }(t)}\)
            if utility(neighbor) \(\geq\) utility (current) then
                patience_left \(\leftarrow\) patience
                current \(\leftarrow\) neighbor
            else
                if patience_left >0 then
                    patience_left \(\leftarrow\) patience_left - 1
                    current \(\leftarrow\) neighbor
                    else
                    break
        append current to candidate_solutions
    return \(\arg \max _{t \in \text { candidate_solutions }} u t i l i t y(t)\)
```

and so $\operatorname{utility}\left(f\left(H^{*}\right)\right) \geq \operatorname{utility}(f(\bar{H}))=\operatorname{utility}\left(t^{*}\right)$, which contradicts the hypothesis.

In conclusion, it is enough to compute $f\left(H^{*}\right)$ to obtain an optimal solution $t^{*}$. One way of finding $H^{*}$ is by solving a Travelling Salesman Problem, or TSP. As suggested by [6], we can add a dummy node $n$ to $\mathcal{G}(I)$ with zero-weighted edges to all the songs, then solve the TSP with start and end in $n$, and finally exclude $n$ from the solution to obtain $H^{*}$. In the experiments that we run in this paper, we use the Concorde TSP solver. ${ }^{2}$

## 4 EXPERIMENTS

### 4.1 Implementation

The algorithms of Section 3 assume the existence of two functions: segues and score. We resort to the implementation of those two function proposed in [4]. In [4], the score function is based on the interestingness of the segues. Their segues function can find segues of two kinds: informative (based on a knowledge graph) and funny (based on simple word-play). In the work reported in this paper, we restrict to informative segues. In a user trial, [4] finds that the interestingness of informative segues is correlated with human perceptions of segue quality.

### 4.2 Dataset

We build a dataset from the Spotify Million Playlists Dataset (MPD). [3]. The MPD dataset contains user-created playlists. A user-created playlist is typically a subset of a user's personal music collection, which is what our algorithms take as input. Of course, we ignore the ordering of the playlist, treating it as a set rather than a list, because our algorithms impose a fresh ordering, as well as decorating with segues.

[^2]

Figure 2: Average utility of Hill-Climbing, as a function of the restarts and of the patience.

We limit ourselves to playlists of maximum 50 songs. We believe longer inputs to be unlikely in practice, as it would lead to a listening time of more than three hours, assuming every song to last four minutes. We sample the MPD with stratified random sampling by playlist length: we sample at random 20 playlists of length 50,20 of length 49 , and so on, down to 20 playlists of length five, as five is the minimum length of MPD playlists. In fact, we apply this procedure twice, with two different random seeds, to obtain a main dataset and a side dataset.

### 4.3 Parameter tuning

Hill-Climbing has two parameters, as described in Section 3.2.2: the patience and the restarts. We set the parameters by choosing the configuration that maximises the average utility of solutions. We run Hill-Climbing on the side dataset of Section 4.2, with various parameter configurations, and we measure the average utility of the solutions. We report the results in Figure 2. We notice that the average utility grows with patience and restarts, until it saturates. We choose the parameter values to be those before saturation, and so we set the patience to 10 and the restarts to 40 .

### 4.4 Performance

We benchmark the algorithms by monitoring the score of the segues in the tours they produce using the main dataset. We construct four curves showing the mean of: average score; standard deviation; maximum; and minimum score of segues in the solutions, as a function of the input size. The average score of the segues in a solution is equivalent to the utility of the solution. For presentation purposes, we do a least square fitting and plot the fitted curves in Figure $3 .{ }^{3}$

Greedy, by construction, produces segues of high score at the beginning of a solution, and of low score at the end of a solution. That is, the segues in the solutions found by Greedy exhibit falling average score, with highest values of maximum score, and lowest values of minimum score, which result in the highest standard deviation. The other two algorithms, Hill-Climbing and Optimal, do not share the characteristic of falling average score, and produce solutions that are different from those produced by Greedy. The solutions found by Optimal are characterised by highest average score, and high values of maximum and minimum score, which contribute to the lowest values of standard deviation. Figure 3

[^3]

Figure 3: Performance of the algorithms, as a function of the input size.


Figure 4: Granular runtimes of the algorithms, as a function of the input size.
provide some indication that Hill-Climbing and Optimal produce, in general, the same solutions for small inputs. In the case of Hill-Climbing, as the input size grows, the average score falls, the maximum stops increasing, and the minimum falls, causing an increase in standard deviation. As we see, Hill-Climbing struggles for large inputs, but it is likely to find the optimal solution for small inputs. On the other hand, Greedy behaves similarly for small and large inputs, but it is unlikely to find the optimal solution for both small and large inputs.

### 4.5 Runtime

We compare the times each algorithm requires from taking an input to producing an output. More specifically, we carry out what we will call a granular analysis. By this, we mean that we consider the time required by calls to the functions segues and score. All
the algorithms call these functions, but they call them a different number of times. There are other parts of each algorithm which are not shared, and that are written in different programming languages, e.g. the optimal TSP solver is in C, while the hill-climber is in Python. We found that the granular runtimes, computed as above, differ from the full runtimes by only a small extent, and so we believe that the granular runtimes give us a fair comparison.

We run the algorithms on the main dataset of Section 4.2. We construct a curve featuring the granular runtimes as a function of the input size. For presentation purposes, we do a least square fitting, as in Section 4.4. We report the fitted curve in Figure 4. We find that Greedy is the fastest, while Optimal is the slowest. Hill-Climbing is slightly faster than Optimal, and much slower than Greedy. The runtime of Hill-Climbing might decrease if we decrease the values of its parameters, at the cost of lower performances, as we discussed in Section 4.4.

## 5 CONCLUSIONS AND FUTURE WORK

In this paper, we introduce a novel strategy to present users with their personal music collections, based on what we call tours. A tour is an arrangement of the songs, with segues between consecutive songs. We introduce three algorithms that can find tours: two heuristics methods (Greedy and Hill-Climbing) and one exact algorithm (Optimal). The results of our experiments highlight that Greedy produces tours that are substantially different from those found by Hill-Climbing and Optimal. Tours found by Greedy have segues with falling scores but highest maximum scores. HillClimbing and Optimal find similar tours to each other for small input sizes, and do not have falling scores.

Future work will involve user-centric evaluation; we have ethical approval for a first user trial that will build on the results of this paper. We plan to gather human opinions on the different tours produced by the algorithms, with a focus on the practical implication of the results found in this paper. Also, we plan to gather human opinions on possible improvements to the tours, and on the potential impact of tours on repeated consumption of music.
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